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ABSTRACT
The voice of widely used conversational agents (CAs) is standard-
ized to be highly intelligible, yet it still sounds machine-generated
due to its artificial qualities. With advancements in deep neural
networks, voice synthesis technology has become nearly indistin-
guishable from a real person. The voice enables users to discern
the speakers’ identities and significantly impacts user perception,
particularly in voice-only interactions. While more natural, human-
sounding voices are generally preferred, their use in CAs raises
potential ethical dilemmas, such as eliciting unwanted social re-
sponses or confusing the nature of the speaker. In this evolving
landscape, it is necessary to understand the voice characteristics
from multiple facets of voice design for CAs. Therefore, our study
examines the voice characteristics of both artificial-sounding and
human-sounding voices. Then, we propose a ‘third-kind’ of voice
that considers the characteristics of each voice type. This discussion
contributes to the debate on the future direction of voice design in
the field of Conversational User Interface research.
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1 INTRODUCTION
The early stages of voice synthesis were based on the concatenative
synthesis, which re-combined recorded unit selections, resulting
in consistent and hyper-articulated speech [17]. This approach
has now achieved a top-notch level of intelligibility and is com-
monly employed in widely adopted conversational agents (CA)
such as Alexa, Siri, and Google Assistant [11]. These CAs typically
have a standardized, broadcaster-like voice with a neutral accent
and no disfluencies — what we call ‘artificial-sounding’. People
can clearly understand these voices, but also easily distinguish
them from human voices because of their excessive clarity. In re-
cent years, with the advent of deep neural network synthesis [53],
unique human voice inflections that were not present in traditional
machine-generated voices are now being incorporated. It can pro-
duce sounds that are almost indistinguishable from humans, more
than just human-like — what we call ‘human-sounding voices’ [25].
Human-sounding voices can even mimic human disfluencies (e.g.
filled pauses), the unique accent, emotions, or human noises, such
as laughter, yawning, and coughing [33–35, 45, 54, 55, 61, 67]. Tech
companies have surprisingly replicated celebrity voices, including
those of John Legend (Google) [8], Samuel L. Jackson (Amazon) [3],
and many others[1, 72].

Numerous studies have indicated that human-sounding voices
are generally perceived as more likable and positive compared to
artificial-sounding voices [7, 11, 29, 37, 50, 51, 60]. Users tend to
perceive computers as social actors, regardless of their mechanical
nature [41]. They also prefer voices that share similar characteris-
tics with their own (e.g., personality [38], ethnicity [42]) according
to the similarity-attraction theory [39]. However, simply pursuing
a human-sounding voice for CAs without proper consideration can
potentially raise ethical concerns. It might mislead users through
mindless emotional reactions [41], confuse them about the identifi-
cation of the conversation partner [57], and further inadvertently
deceive them, making it difficult to discern whether the source is a
machine or a human [32]. Voices can convey more than just linguis-
tic content. Beyond words, a voice can represent phonetic features
such as prosody, intonation, and speech rate and it also portrays
personal traits like gender, age, and regional accents [39, 42]. Given
these voice characteristics, the voice integrated into the CA plays
an important role in enabling users to identify the nature of the
speaker and significantly influences user perception, especially in
a voice-only context.
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In an era where the distinction between machine and human
sounds is increasingly blurred, it is crucial to seek the direction
of voice design considering multifaceted aspects. Blindly choosing
CAs’ voices to give a product a next-generation feel would not
be sufficient. Our study first delves into three considerations of
CA voice design: transparency, efficiency, and naturalness. Then,
we examine the characteristics that distinguish between artificial-
sounding and human-sounding voices to understand which voice
characteristics make it challenging for users to differentiate CAs
from humans and which features make them feel natural and famil-
iar. Based on this understanding, we discuss the voice design direc-
tion and strategies for CAs. Consequently, we suggest a ‘third-kind’
of voice for CAs that ensures transparency by clearly conveying
their mechanical nature and efficiency for transactional purposes,
while also maintaining natural, human-sounding characteristics
that users find familiar and comfortable. This discussion contributes
to the growing debate on future voice design direction that should
be pursued for CAs in the Conversational User Interface (CUI)
research field.

2 THREE CONSIDERATIONS FOR
CONVERSATIONAL AGENT VOICE DESIGN

To explore the direction of CA voice design from multiple aspects,
we examine three critical considerations—transparency, efficiency,
and naturalness—and explain why they are important in voice
interactions.

2.1 Transparency in Addressing Ethical
Concerns

Even though a CA with a human-sounding voice allows users to
perceive the conversant as more familiar and facilitates natural
communication, particularly in voice-only interactions, it poses an
ethical dilemma by making it difficult for users to identify whether
the speaker is a human or a machine. Aylett [4] emphasizes that it is
difficult for users to detect mimicry in synthetic speech, describing
it as “less of a valley and more of an abyss” in terms of the uncanny
valley.

Firstly, the issue arising from the lack of transparency in the
voice can confuse users about the identity of their conversational
partner. In the study conducted by Shanka [58], it was reported
that an elderly lady called her cellular provider to make changes
to her plan. The customer service representative, without clearly
identifying whether it was human or AI, behaved similarly to a
human operator, simulating the sound of typing on a keyboard
whenever the user spoke. This created the impression that the
agent was looking up information. This led the old lady to feel
confused and uncertain about interacting with a person or an AI
agent. Once she determined that she was dealing with an AI, in her
state of confusion, she found herself wishing only to be connected
to a human.

To address this issue, merely having a CAwith a human-sounding
voice disclose its nature does not resolve. Even though users are
explicitly informed that they are interacting with a CA using a
human-sounding voice, they might still become confused and sus-
picious. They may wonder whether they heard correctly or even
change their minds midway through, believing they are interacting

with a human due to the difficulty of distinguishing voice mimicry.
For example, Google Duplex openly introduced itself as ‘Google’s
automated booking service.’ However, during the conversation with
the CA, the restaurant manager remained doubtful about its iden-
tity and indirectly inquired by asking a curveball question, “Are
there any kids?” to ensure that it was a person [13].

In addition, even if users are aware that a human-sounding voice
is from a CA, they may become distracted out of surprise at the
advancement of technology or curiosity to test the system’s capabil-
ities by asking bait questions that divert them from the main task.
While users’ amazement and curiosity will soon fade as they get
used to the technology, it can still lead to inefficiencies in system
operations like customer service in the early stages of adoption.
Moreover, due to the fleeting nature of its voice, background noises,
or a poor connection, users might miss the CA’s self-introduction.
No matter how overtly a CA reveals its identity, there is the po-
tential to unintentionally deceive or confuse users due to its indis-
tinguishable human-sounding voice, particularly in a voice-only
context. Therefore, resolving such concerns about transparency
is not as simple as just revealing a CA’s identity. Similar to how
users can identify personal traits (e.g., gender, age, and region)
from vocal characteristics alone, it is necessary to explore the voice
characteristics that inherently represent the nature of a CA.

2.2 Efficiency for Transactional Purposes
Human spoken conversation can broadly be classified as either
transactional or social interaction [9]. Although widely used CAs
like Apple’s Siri and Amazon’s Alexa are considered to combine
both transactional and social interactions [49], users primarily en-
gage in voice conversation with CAs for transactional purposes
[16, 56]. To effectively support users in accomplishing transactional
tasks, the clarity of speech synthesis must be fundamentally consid-
ered in voice design, because a clear and high-quality voice reduces
users’ cognitive load [24]. Moreover, voice designers emphasize
‘beyond-human characteristics,’ such as machine-like speed, to en-
sure transactional tasks are performed efficiently. Therefore, effi-
ciency in voice design is important for supporting users successfully
complete transactional tasks through CAs.

2.3 Naturalness for Seamless Interactions
Over the years, research has examined the impact of computer-
synthesized voice compared to human speech. People generally
prefer the human voice [7, 11, 29, 37, 50, 51, 60]. They also tend
to feel more comfortable interacting with human-like voices of
CAs [43, 71]. Schroeder et al. [52] revealed that the key difference
between computer speech synthesis and human speech lies in the
naturalistic variance of paralinguistic cues. Accordingly, the natu-
ralness of a voice can help users feel comfortable and foster more
seamless interactions. However, this alsomeans that the naturalness
of the voice could potentially mislead users’ social responses. In
Moore’s [36] study, when users called travel agents, customers were
more likely to engage in lengthy social exchanges (an 83% increase)
with normal human voices than with a robotic-sounding voice,
resulting in inefficient task completion. Another study by Wang
et al. [68] reported that human voices generated more customer
complaints than AI systems in call centers. Therefore, naturalness
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is significant in voice design not only for facilitating comfortable
and smooth interactions but also for regulating engaging social
interactions.

3 ARTIFICIAL-SOUNDING VOICE AND
HUMAN-SOUNDING VOICE

We operationally define artificial-sounding and human-sounding
voices and compare them to understand their respective voice char-
acteristics.

3.1 Artificial-Sounding Voice: Transparently
Recognizable as a Conversational Agent

The term ‘artificial-sounding voice’ is used differently across vari-
ous studies: non-human voice [36], robotic voice [36], the default
voice style [4], one-fits-all voice [11], standard synthetic voices
[20]. However, they are being interpreted in a similar notion. Since
the widespread adoption of voice-based CAs (e.g., Amazon’s Alexa,
Apple’s Siri, and Google Assistant) by global companies from 2015,
many smart devices equipped with CAs have adopted a standard-
ized default voice. Cambre [12] mentioned it as a “one-fit-all voice”
which has a clear, female-sounding, polite, and playful voice. Aylett
[4] also describes “the default voice style” as having a newsreader
style, being clear and warm but unemotional. This speech synthetic
technology has advanced from its past low-quality robotic-sounding
to highly intelligible sound [11, 21]. The early stages of voice synthe-
sis were based on the concatenative synthesis, which re-combined
recorded unit selections, resulting in hyper-articulated speech, but
also included prosodic peculiarities [17]. Subsequent advancements
and the integration of new models like a parametric synthesis and
neural network, have facilitated the seamless co-articulatory over-
lap (i.e., more connected speech), thereby achieving the upper limit
of artificial-sounding speech. As a result, it can deliver informa-
tion with a high level of clarity, much like professional TV news
reporters, yet still maintains a discernible difference from the casual
speech of real humans. The voices also feature standard pronuncia-
tion and intonation, consistent speed and volume, and relatively
uniform stable tone and pitch, all without any disfluency [12, 21, 52].
Based on this, we operationally define ‘artificial-sounding’ as stan-
dardized, emotionally neutral, articulate, broadcaster-like, and de-
livered in a relatively friendly manner.

3.2 Human-Sounding Voice: Almost
Indistinguishable from Human Voice

The advancement of deep neural network synthesis has enabled
speech synthesis to reach a level of realism that was incredibly
difficult to discern from actual human voices. However, the interpre-
tation of ‘human-sounding voice’ varies within the HCI discipline.
This is to be expected as human speech is a vast domain, with exten-
sive study in related fields like Linguistics and Phonetics. Google
Duplex and subsequent studies used the term “natural-sounding”
which is associated with the filled pauses and synthetic latency
[30, 45]. In a recent research by Do [20], Neural TTS was studied,
yielding higher fidelity (i.e., increasingly smooth and natural) in
intonation-based deep neural network models. Likewise in the tech
industry, the extent to which human-sounding voice technology is

being progressed is diverse. Neural speech synthesis models, such
as Deepmind’s Wavenet [23], Google’s Tacotron 2 [69, 70], Baidu’s
Deep Voice 3 [6], and more models [46] can generate synthetic
voices with fluent and more natural prosody and characteristic
accents reflecting individuality, ethnicity, and regional dialects. Not
only can they capture ‘one of a kind’ accents, but models devel-
oped by Microsoft’s Vall-e [35, 67], Elevenlabs [55], D-ID [33], and
Neosapience’s Typecast [54] also incorporate human emotions in
speech. Other models, such as Meta’s Generative Spoken Language
Model (GSLM) [34], and Suno’s Bark AI [61], can evenmimic sounds
uniquely human noises, for example, laughter, yawning, coughing,
or mouth clicks. Driven by advancements in these technologies,
we also define operationally ‘human-sounding’ as voices that in-
tricately mimic the unique voice quality of human speech, making
them nearly indistinguishable from the voices of real people.

3.3 Voice Characteristics Between
Artificial-Sounding Voice and
Human-Sounding Voice

To comprehend the vocal characteristics of ‘artificial-sounding’ and
‘human-sounding’ voices, we conducted a literature review and
classified seven features, as shown in Table 1.

3.3.1 Prosody. The dynamic prosody, including rhythm, pitch, and
intonation, adds expressiveness to speech. Schroeder [52] found
that paralinguistic cues are instrumental in generating a more
mindful human voice. The study revealed that an authentic hu-
man voice exhibits higher pitch, dynamic intonation, and more
frequent pauses compared to a computer-generated voice. On the
other hand, artificial-sounding voices tend to have relatively stable,
calm intonations and lack expressivity [27, 52].

3.3.2 Speech Rate. Speech rate refers to how quickly or slowly
words are spoken. Koiso et al. [28] discovered that human speech
tends to start relatively slowly at the beginning and accelerates
towards the end of the discourse. They also found that the human
speech rate is related to the information structure in dialogues.
In contrast to human-sounding voices exhibiting irregular speech
rates, artificial-sounding voices display a consistent speech rate
[52].

3.3.3 Disfluency. Disfluencies indicate natural hesitations and im-
perfections in human speech, such as pauses, filled pauses, filler
words, repetitions for self-corrections, context-dependent omis-
sions, and verbosity [31]. The study also noted that pauses are very
common in human speech, with an average of one pause occur-
ring every 49 words. Google Duplex simulates filled pauses, like
‘hmm. . . ’ and ‘uh. . . ’ to create a natural-sounding effect [30, 45]. Un-
like human-sounding speech, which contains disfluencies, artificial-
sounding voices are very intelligible and free from disfluencies
[11, 21].

3.3.4 Response Latency. The response latency is the short or long
response time of a conversation partner. Leviathan [30] reported
that people expect an immediate response after a simple ‘hello?’ and
more latency in response to complex sentences [45]. In dialogues,
longer latency could represent analytical reasoning [45, 52]. Such
latency is distinguishable from a long delay in computers. On the
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Table 1: Classification of voice characteristics between artificial-sounding and human-sounding voices.

Features Artificial-Sounding Voice Human-Sounding Voice

Prosody Stable intonation; sounds calm [52] Dynamic intonation; sounds cheery [21, 52]

Speech rate Consistent [52] Inconsistent (Irregular) [28, 52]

Disfluency Clarity without disfluency [11, 21] More pauses and filled pauses (e.g., uhm. . . , uh. . . ) [45]

Response Latency Consistent according to the system processing time:
Guided to respond within 2 seconds [59]

Varies according to context: Respond to instantly
or slowly [30, 45]

Accent Standardized accent [11] Characterized accent [45, 62]

Emotions Unemotional [4, 21, 27] Emotional [21, 63]

Noise Semantic-free noises such as beeps, squeaks,
and clicks from robots in moives [5]

Human noises such as breathing, yawning, coughing,
and sneezing from the body’s organs [34, 61]

other hand, the latency of artificial-sounding voices is dependent
on system processing. When latency lasts too long (more than two
seconds) or occurs at inappropriate times, users feel awkward and
perceive it as a long delay while interacting with the computer [59].

3.3.5 Accent. The accent captures the subtle nuances of human
speech, including variations in pronunciation, dialectal intonation,
and stress patterns. Human-sounding voices are enriched by di-
verse sociolects (e.g., African American Vernacular English), social
classes (e.g., posh accent), and regional and national accents [35, 72].
Sutton [62] introduced sociophonetics, which explores social quali-
ties such as geography and social class associated with voice output
[1, 55]. However, artificial-sounding voices typically use the most
standardized accent, similar to the pronunciation of newsreaders.

3.3.6 Emotions. Many studies have identified four dimensions of
emotions (activation, valence, potency, and intensity) and have
shown that emotions such as happiness, sadness, fear, disgust, and
anger can be conveyed through vocal expressions [48]. Cowen [18]
also found that vocal bursts can convey 24 emotions, including awe,
pain, relief, sympathy, and more. These emotions can be expressed
in human-sounding voices [53, 63]. However, artificial-sounding
voices, which generally sound pleasant, have a consistent speech
rate and relatively stable prosody, limiting their ability to express
varied emotions and often resulting in a voice that sounds dull and
emotionless [4, 21, 27].

3.3.7 Noises. The human voice produces various noises due to
bodily functions, including yawning, snoring, hiccupping, coughing,
sneezing, breathing, and tongue clicking. Meta’s Generative Spoken
Language Model (GSLM) is capable of mimicking sounds such as
yawning and mouth clicks [34]. Additionally, Suno’s Bark AI can
imitate vocalizations like gasps and throat clearing [61]. In contrast,
artificial-sounding voices typically do not generate these types of
sounds produced by the human body. Instead, they can produce
semantic-free utterances often heard in movies or media portraying
robots, such as the ‘beep-boop’ sounds from R2D2 or the hovering
and clanking sounds from Wall-E [5].

4 VOICE DESIGN DIRECTION AND
STRATEGIES

4.1 At the Crossroads of Voice Choice: The
Third-Kind of Voice

We discuss the direction of voice design for CAs regarding which
voice characteristics are useful and necessary in both artificial and
human-sounding voices, in terms of transparency, efficiency, and
naturalness.

4.1.1 Transparency and Efficiency in Artificial-sounding Voice. To
ensure transparency in voice interactions with CAs, it is important
to carefully design unique voice traits that could mislead users into
thinking they are interacting with humans. CAs should use stan-
dardized accents rather than characterized accents that are specific
to regions, countries, or social classes. Even though Sutton et al. [62]
emphasized the importance of sociophonetics in voice design for
diversity and individualization, these characterized accents might
confuse users about the system’s origin or activate users’ social
stereotypes of cultural and historical backgrounds [44]. Similarly,
human noises should be avoided in voice interactions with users.
Instead, mechanical sounds that can be immediately recognized as
coming from CAs could be utilized. In addition, to allow users to
perform transactional functions with CAs efficiently, the intelligi-
bility of the voice is essential. Clarity should not be compromised
in an effort to achieve a human-sounding nuance. Thus, the voice
of CAs should not include disfluencies such as filled pauses and
communicate clearly and articulately to promote effective voice
interactions for transactional operations with users.

4.1.2 Naturalness in Human-Sounding Voice. Just as important as
transparency and efficiency, communicating naturally is significant
as well. Responsive and dynamic voice attributes such as prosody,
speech rate, and response latency should be adopted for natural
and comfortable voice interactions with CAs. These features enable
users to converse easily and freely, allowing for smooth turn-taking
in conversations without hesitation or restraint. Although emotions
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are inherently human, the emotional tone of a voice could be sub-
tly adjusted to resonate empathetically with the user’s emotions,
thereby promoting engaging voice interactions. In Kim’s study
[27], voice interaction designers indicated that expressing emotions
through CA voices with cheerful or sorrowful tones, according to
the user’s sentiment, can foster a positive relationship. Similarly,
Chin [14] found that agents who displayed empathy were most
effective in managing users’ verbal abuse. However, social CAs that
feign emotion and empathy could lead to superficial and inauthen-
tic relationships [64, 65]; hence, emotion in voice design requires a
meticulous approach.

4.1.3 Third-Kind Voice: Transparent, Efficient, and Natural. Rather
than choosing between artificial-sounding and human-sounding
voices, we suggest a third-kind of voice that pursues three aspects.
In summary, to ensure transparency of the speaker’s identity as
manifested in the voice, CAs should avoid misrepresenting uniquely
human voice qualities such as regional accents or human noises.
Additionally, they should exclude disfluencies and maintain clear
articulation for efficient communication. Moreover, to facilitate
natural interactions, it is important to provide responsive and so-
phisticated prosody, speech rate, and response latency. However,
the emotional tone in the voice should be delicately adjusted to
foster empathy aligned with the user’s emotions and manner.

Although previous studies have attempted to generate distinct
voices by adding unique mechanical sounds [5] or creating gender-
less voices [19], there has been a notable gap in efforts to develop
a third-kind voice that is neither entirely human-sounding nor
artificial-sounding, while considering transparency, efficiency, and
naturalness. We believe that it is important to pioneer a third-kind
voice for CAs that considers the aforementioned three aspects.
Echoing our proposal for a third-kind of voice that blends artificial-
sounding and human-sounding voice characteristics, similar im-
plications have emerged from other studies. Clark [16] suggested
treating CAs as “a new genre of conversation with its own rules,
norms, and expectations.” Kim [26] argues for a machine-like ap-
proach where CAs should have task-oriented purposes as machines.
Additionally, Kim [27] asserts that a natural voice user interface
should selectively adopt certain aspects of human naturalness rather
than emulating every aspect of natural human conversation. In the
following sections, we will describe some design strategies for a
third-kind voice for CAs, along with existing examples.

4.2 Design Strategies for the Third-Kind Voice
While maintaining naturalness in the voice of CAs, we suggest
design strategies that enhance transparency and efficiency.

4.2.1 Layering Mechanical Sounds. We suggest incorporating me-
chanical or futuristic sounds, such as bleeps, jingles, or electronic
static (whir), into the background or intermittently throughout a
third-kind of voice to help users recognize their interaction with a
system. As mentioned in section 3.3.7, Aylett et al. [5] investigated
mixing speech synthesis withmechanical sounds (i.e., semantic-free
utterances (SFUs)) such as beep-boop, squeaks, and clang-clanks
fromWall-E, BB-8 and R2D2, drawing on the rich history of robotic
sounds in films like StarWars. Cambre [11] also indicated that voice

interfaces could use non-human features like “earcons” – brief au-
dio clips signaling activity or status in screen readers. In addition,
such distinctive sounds can be utilized to manage response latency.
Instead of using the human metaphor like ‘umm. . . ’, specific digi-
tal sounds can signify the system’s processing for complex tasks,
akin to a visual loading icon. For example, distinctive semantic-
free sounds can be utilized during loading times. Such design ap-
proaches not only alert users that a response is being generated,
thereby reducing perceived wait time [59], but also reinforce the
understanding that they are communicating with a system. There-
fore, distinct mechanical sounds can be used intermittently within
a speech or as loading sounds during response latency.

4.2.2 Imparting Otherworld Voice Textures. We propose to directly
integrate complex modulations of ‘otherworldly’ voice textures
into a third-kind voice. For example, the AI protagonist’s voice in
the movie ‘Tau’ exhibits dynamic and sophisticated paralinguistic
cues but possesses a digital voice texture that is unmistakably non-
human, making it familiar yet obviously mechanical. But since
assigning excessive mechanical voice texture could be perceived
as a threat, the use of an emotionless or monotonously rigid voice,
similar to the voice of ‘Auto,’ the main antagonist in the movie ‘Wall-
E,’ should be reconsidered cautiously. Such voices can trigger users’
stereotypes that filmmakers often depict robots and machines as
threats to humankind [66]. In a similar vein, previous studies have
attempted to design gender-neutral voices. Apple has also released
a gender-neutral voice named ‘Quinn’ [47]. However, attempts
to design gender-neutral voices have not been favored by users
[19]. Although gender-neutral voices are not typically preferred,
we advocate the idea that CAs should have gender-neutral voices
because gender is a predominant human-kind voice quality, which
might inadvertently provoke users’ gender stereotypes [40]. So,
maintaining natural prosody while employing a gender-neutral or
digitally distorted voice texture can serve as a strategic approach
to clearly signify its machine origin.

4.2.3 Enabling Manipulation of Voice Attributes. Not only does it
imbue distinct characteristics to the voice itself, but it also facilitates
interactions that allow for the manipulation of voice attributes. The
voice interface could be designed to give users free control over
their interactions, enabling them to barge in, speak quickly, skip
steps, and resume conversations even if interrupted in the middle.
Amazon’s Alexa has been equipped with a feature that allows users
to control the speech rate by saying ‘speak faster’ or ‘speak slower’
[2]. Choi et al. [15] also found that individuals with visual impair-
ments not only perceive the CA as a social actor but also expect
to have the ability to control speech rates, similar to their control
with screen readers. In Kim’s study [27], voice interaction designers
stated that a natural voice user interface should feature machine-
specific capabilities, such as allowing CAs to speak in a blazing-fast
manner to accomplish transactional tasks efficiently. Accordingly,
in managing user interruptions during voice interactions [10, 22],
the voice user interface should allow users to easily interrupt in
order to manipulate voice attributes. Thus, the voice user interface
could be designed to enable users to freely interrupt and control
features like speech speed, replay, and skipping, enhancing both
efficiency and transparency.
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5 CONCLUSION
In the era of blurring lines between machine and human sound, our
study compared artificial and human-sounding voices of CAs. We
provided an operational definition and analyzed the voice charac-
teristics of both artificial and human-sounding voices. This enables
design practitioners and researchers to better comprehend each
voice characteristic and to contemplate which features should be
endowed to the voice of CAs. Drawing from these voice charac-
teristics, we discussed the CA’s voice design direction considering
three aspects of transparency, efficiency, and naturalness. While
maintaining the naturalness of the voice, we suggested adding me-
chanical sounds and providing a distinct texture to the voice itself
to enhance transparency. We also proposed manipulating vocal
features, such as speech rate, to improve efficiency. Although pio-
neering studies have shown a low user preference for these voice
transparency approaches [5, 19] the pursuit of a balance between
transparency, efficiency, and natural voice characteristics must con-
tinue. Moving forward, a ‘third-kind voice’ — one that users not
only prefer but also find beneficial — should be further explored and
refined. This exploration will drive the discovery of a voice for CAs
that aligns with the intrinsic nature of the machine, transcending
both current artificial and human-sounding voices.
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